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Efficiency Correction Is Required for Accurate
Quantitative PCR Analysis and Reporting
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BACKGROUND: Quantitative PCR (qPCR) aims to mea-
sure the DNA or RNA concentration in diagnostic and
biological samples based on the quantification cycle
(Cy) value observed in the amplification curves. Results
of qPCR experiments are regularly calculated as if all

assays are 100% efficient or reported as just Cy, AC, or
AAC, values.

CONTENTS: When the reaction shows specific amplifica-
tion, it should be deemed to be positive, regardless of
the observed Cg. Because the Cy is highly dependent on
amplification efficiency that can vary among targets and
samples, accurate calculation of the target quantity and
relative gene expression requires that the actual amplifi-
cation efficiency be taken into account in the analysis
and reports. PCR efficiency is frequently derived from
standard curves, but this approach is affected by dilution
errors and hampered by properties of the standard and
the diluent. These factors affect accurate quantification
of clinical and biological samples used in diagnostic
applications and collected in challenging conditions.
PCR efficiencies determined from individual amplifica-
tion curves avoid these confounders. To obtain unbiased
efficiency-corrected results, we recommend absolute
quantification with a single undiluted calibrator with a
known target concentration and efficiency values de-
rived from the amplification curves of the calibrator and
the unknown samples.

SUMMARY: For meaningful diagnostics or biological in-
terpretation, the reported results of qPCR experiments
should be efficiency corrected. To avoid ambiguity, the
Minimal Information for Publications on Quantitative
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Real-Time PCR Experiments (MIQE) guidelines check-
list should be extended to require the methods that were
used (1) to determine the PCR efficiency and (2) to cal-
culate the reported target quantity and relative gene ex-
pression value.

Introduction

Amplification of DNA in PCR can be monitored in real
time with fluorescent DNA-binding dyes or sequence-
specific probes (1, 2). The term “real-time PCR” was
originally introduced and is still used in PCR-based
microbial diagnostics (3). To avoid confusion about the
abbreviation RT, it is recommended to use the terms
gPCR for quantitative real-time PCR measuring DNA
and R7-gPCR for measuring RNA levels after reverse
transcription (4). In this review, qPCR is used to de-
scribe PCR experiments or diagnostic assays regardless
of the input nucleic acid.

Although several studies provide information on
how to design (5), standardize (6, 7), and report qPCR
experiments (4), they fail to adequately address the im-
pact of differences in PCR efficiency among assays,
standards, and samples. Most qPCR reports provide
only quantification cycle (C,) values as the result of a
qPCR measurement and ignore the PCR efficiency or
assume 100% efficiency for all reactions. The validity of
this assumption for quantitative, as well as qualitative,
outcomes of published experiments often cannot be
checked by reviewers and readers (4). This approach
becomes even more relevant when targets are evaluated
in clinical or environmental samples with limited or no
sample purification, and thus with individual character-
istics and compositions that may affect PCR efficiency.

The current review describes how the validity of
reported qPCR results is affected by ignoring that PCR
efficiencies are <100% and may be different among
assays, samples, and standards. It also describes why a
standard curve and an amplification curve analysis often
result in different PCR efficiencies for the same assay.
Equations were derived to enable calculation of biasing
effects of differences in PCR efficiency on reported
results and the effects of dilution errors on the standard
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curve—derived PCR efficiency. Because PCR efficiency
values for individual reactions and samples are never
published, this review includes a reanalysis of existing
data sets to illustrate this variation in PCR efficiencies.
The online Supplemental Excel File enables the reader
to evaluate the effects of different parameter values on
reported results or personal data.

gPCR Analysis Principle

All symbols used in this review conform to the
recommendations of the Minimal Information for
Publications on  Quantitative ~Real-Time PCR
Experiments (MIQE) guidelines (4). Amplification effi-
ciency is defined as fold increase per cycle with a value
between 1 and 2, with 2-fold being a 100% efficient
PCR. The basic equation for PCR kinetics (Eq. 1) states
that the number of target copies after ¢ cycles (N,) is the
starting number of targets (Nj) times the PCR efficiency
(shown as E) to the power ¢:

N, = NoE*. Eq. 1

To assess the exponential phase, the fluorescence axis
of the amplification curve graph needs to be plotted on a
logarithmic scale. The logarithmic form of Eq. 1,
(log(N,) = log(Np) + log(E) x ¢), shows that the am-
plification curve is a straight line until the end of the expo-
nential phase (Fig. 1, A), with a slope determined by a
constant PCR efficiency (8). During the exponential phase,
the observed fluorescence is proportional to the DNA con-
centration (9, 10). Extrapolation of the exponential phase
down to cycle 0 reflects the early cycles of amplification.
Its intercept with the fluorescence axis represents the fluo-
rescence associated with N (Fig. 1, A). This visualization
of early amplification curves will be used to illustrate the
effects of different PCR efficiency values.

The number of cycles required to reach the preset
fluorescence quantification threshold (N) is defined as
the Cg (4). Therefore, Cg is an indirect measure for the
target quantity in the reaction. After determining C,,
the researcher can either draw a qualitative conclusion
or continue with a quantitative analysis.

Qualitative Interpretation of C, in Diagnostics

To illustrate the wide range of efficiency and C, values
observed in a routine clinical diagnostic test, we re-
trieved data from 1 week of validated probe-based
COVID-19 PCR tests (online Supplemental Dataset 1).
All negative controls and 1037 patient samples were
negative, ruling out contamination of reaction compo-
nents (11). In this clinical application, 85 samples were
considered positive because the observed fluorescence
increased above the quantification threshold. This ap-
proach is hampered by the fact that qPCR machines set
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different quantification thresholds that can differ be-
tween runs and can be manually overruled by the user
when required (online Supplemental Excel File, Sheet
1) (6). After reanalysis with a constant threshold, the 85
positive samples showed a wide range of C values (Fig.
2, A). It is a general contention that these differences in
C, values reflect differences in the number of copies of
the virus in the reactions. Although C, is related to the
target concentration, this relation depends heavily on
the PCR efficiency; amplification with a low efficiency
takes more cycles to reach the quantification threshold
(Fig. 1, A). Because high C values may result from low-
efficiency PCRs, arbitrary C, cutoffs, even above 40
cycles, are not recommended (4).

When a sample is pipetted into a reaction well, an
unavoidable sampling variation, governed by the
Poisson distribution, occurs. Especially with low target
concentration, technical replicates will always result in a
range of actual input values and thus C, values. For
reactions with an input below 10 copies of target,
the number of reactions with an unexpected high Cg4
and those without amplification will increase (online
Supplemental Background 1; Supplemental Excel File,
Sheet 2). With a validated probe-based assay, the pres-
ence of amplification means that the target was present
and the sample can be diagnosed as positive. When a
DNA-binding dye is used, samples above a C, of 27 are
suspect because of the frequent occurrence of amplifica-
tion artifacts (15). However, because of the unavoidable
Poisson variation, the absence of amplification is never a
valid criterion to label a reaction as negative.

Quantitative Use of C, in Gene Expression
Analysis

After Cq cycles, when the PCR reaches Ny Eq. 1 can be
written as:

N, = NoE. Eq. 2 (8)

The efficiency-corrected Ny per reaction can then
be calculated by rearranging Eq. 2 into:

No = N,/E%. Eq. 3 (16)

When there are technical replicates, the average Ny
per biological sample is calculated and used for further
analysis (17). A comparison of amplification curve
analysis methods, using efficiency values either per assay
or per reaction, showed that the least variable and most
accurate results were obtained when the PCR efficiency
of the assay was used in Eq. 3 (18).

In a logarithmic plot of the amplification curve,
Eq. 3 mathematically describes the extrapolation of the
exponential phase down to cycle 0; the intercept with
the y axis is the logarithm of the fluorescence associated
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Fig. 1. (A), Relation between C, and PCR efficiency. After baseline correction and plotting on a logarithmic fluorescence axis,
the exponential phase of the amplification curve is represented by data points on a straight line; its slope is determined by the
PCR efficiency. Extrapolation of this straight line to cycle 0 (dotted lines) intersects the y axis at the fluorescence associated with
the target quantity (No). After setting N, (green horizontal line), the C, values can be determined (vertical green lines). The
graph shows 2 reactions (black) that are amplified with the same efficiency; consequently, their AC, is directly related to the
fold difference in target quantities. The third reaction (red) is amplified with a lower PCR efficiency; it has the same C, value as
the low concentration of the black reaction, but its target quantity is >10-fold higher. (B), Amplification curves of a dilution se-
ries. The amplification data shown are from triplicate measurements of a 10-fold dilution series with 150 000 down to 15 copies
per reaction. The vertical lines indicate the C; values per dilution. The red line highlights the slope of the exponential phase
which is used to determine the PCR efficiency from individual amplification curves (Eq. 9). (C), Standard curve. The C, values ob-
served in (B) are plotted against the logarithm of the input concentration of each reaction. The PCR efficiency is then derived
from the slope of the regression line fitted to the data points (Eq. 8). The green horizontal and vertical lines in (C) illustrate the
use of the dilution series as a calibration curve (online Supplemental Background 5). An observed C, value of 25, for example,
translates into a log(No) of 3.683, which is a target quantity of 4823 copies. Despite this seemingly exact result, the researcher
should consider the uncertainty of the calibration curve in the reported results. (D), Schematic illustration of the circular reason-
ing in the standard curve approach. The correlation between the output and the input does not show the unbiasedness of this
approach but shows only that what goes in does come out.
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Fig. 2. Analysis of COVID-19 qPCR data. In total, 1122 COVID-19 qPCR tests were performed in 24 runs, each with one positive
control (PC, orange marker) and one negative control (NC). Of those PCRs, 85 were deemed positive because they reached N,
and a C, value was determined. However, 26 of those reactions did not reach the plateau phase or did not show a monotoni-
cally increasing exponential phase (online Supplemental Dataset 1). In these 26 low-quality reactions (red marker), the PCR effi-
ciency was derived as the fold increase around the observed C, value (12). The other 59 positive reactions (blue marker)
showed good amplification curves, and their PCR efficiency could be determined from the slope of the exponential phase. Note
that the axis of (A) is the y axis of (B), and the axis of (C) is the x axis of (B). (A), Distribution of observed C, values. (B),
Scatterplot of the C, value and PCR efficiency of the 85 positive reactions. Note that there is no systematic relation between C,
value and PCR efficiency within each of the 3 groups of reactions. (C), Distribution of PCR efficiency values. (D), Distribution of
target number per reaction calculated for all positive reactions (N, Eq. 3). The fluorescence at threshold was converted into the
number of target copies with the rule of thumb that 10 copies in the reaction will result in C, of 35 cycles (13, 14). Note that
the deviating amplification curves have such low PCR efficiency that the calculated target quantity is too high to be make sense,
which shows that these reactions cannot be used to infer quantitative information.
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with the starting concentration of the target in the reac-
tion (Fig. 1, A). Converting these fluorescence values
into number of target copies is not required in relative
quantification because in the calculations, the fluores-
cence units cancel out (8).

Unwanted differences in sample size and composi-
tion have to be corrected by normalization (4, 19, 20).
This requires measurement of Ny of at least one but
preferably several validated reference genes (21, 22).
Normalized expression (i.e., Ny, 1,,/Ny, »p) is then calcu-
lated per biological sample. When multiple reference
genes are measured, a proportional contribution of each
is achieved by calculating the geometric mean of their
target quantities (17, 21).

To calculate the fold change induced by a biological
condition or experimental treatment, the normalized ex-
pression in the treated samples is divided by that in the
control samples (Eq. 4):

No tar.tr NO.mr.cn
Fold effect = (No,nf,zr> / (Nthf‘co) . Eq. 4
The handling of Eq. 4 with muldple reference
genes is described in online Supplemental Background
2. Because the issues discussed in this review do not de-
pend on the number of references, we show equations
with only one reference gene.
Substitution of Eq. 3 into Eq. 4 cancels out Ny
and, after rearrangement, results in the by now classic
equation for efficiency-corrected relative quantification:

ACy 0 (co—tr)

E ar
Fold effect = "

EﬂfA(,,m/ (co—tr)

Eq. 5 (23)

In Eq.5, ACq indicates the difference between the
mean Cg in control and treatment groups for the target
as well as the reference. To handle C values of more
than one reference gene, the calculation becomes more
complicated (10, 24-26).

In qPCR reports, the efficiency of an assay is often
assumed to be 100%. In that case, Eq. 5 simplifies to
Fold effect =2~ ACur(co=tr) =ACqrs ([07”%. This equation
is known as the AAC, equation and is mostly written as

Fold effect = 27PP%. Eq. 6 (27)

The AA symbols represent the difference in the dif-
ference in C values between target and reference genes
under the control and experimental conditions (27).

The basic principle of qPCR is that ACq, the differ-
ence in number of cycles with which 2 reactions reach
the quantification threshold, directly reflects the fold
difference in starting concentrations (8). However, this
principle is true only when the PCR efficiencies of both
reactions are equal (Fig. 1, A). Although this is fre-
quently true for the same assay, different assays have dif-
ferent PCR efficiencies. The original report proposing

the 2”249 simplification describes a test to determine
whether PCR efficiencies are sufficiently similar (27).
However, an increasing number of studies report C,,
AC,, or AAC, values and sometimes different, unused
PCR efficiencies. This trend prompted the proposal to
remove the dependency of C; on PCR efficiency by
publishing efficiency-adjusted C, values (28). However,
this proposal did not reach the mainstream of qPCR.
Consequently, the reader can interpret the reported C,
data only by assuming that the PCR efficiency for all
targets was 100%. This assumption has introduced
biases and might underlie reported problems with the

reproducibility of qPCR results.
Biased Interpretation of Reported AC, Results

The following example illustrates the bias introduced by
omitting the PCR efficiency from the qPCR analysis
(Fig. 3; online Supplemental Background 3;
Supplemental Excel File, Sheet 3). Figure 3, A illustrates
the above-mentioned interpretation of the reported
AC,. Because all 3 treatments show a AC of —3 be-
tween genes A and B, each gene expression ratio will be
interpreted to be 8 (= 274€9 " and the reader will con-
clude that there is no difference among treatments. The
large differences in absolute expression levels among
treatments have vanished.

Although the original report does not provide a de-
finitive criterion for the point at which efficiencies are
sufficiently similar to apply the 22 equation, the ex-
ample given in that report suggests that a 2% efficiency
difference is acceptable (27). When this small difference
is present, the reported AC, values result from gene ex-
pression ratios between 5.9 and 10.4 (Fig. 3, B). The
“reported” ratio of 8 is then a 35% overestimation or
24% underestimation.

The seminal study on the design of qPCR experi-
ments (6) gives a range of acceptable standard curve
slopes that translate into efficiency values between 1.93
and 2.05. With these efficiencies, the gene expression
ratios that give the reported AC, actually range from
1.45 to 42.6 (Fig. 3, C), and the interpreted gene ex-
pression ratio is >5 times over- or underestimated. In
our experience, PCR efficiencies in validated assays
range from 1.70 to 1.91 (e.g., Fig. 4). With these effi-
ciency values, the actual gene expression ratios range
from 0.25 to 139 (Fig. 3, D). To explore other effi-
ciency and C, values, equations were derived to calcu-
late and illustrate the bias in target quantity, expression
ratio, and fold difference resulting from assuming an ef-
ficiency of 2 rather than using the actual efficiency in
the data analysis (online Supplemental Background 3;
Supplemental Excel File, Sheets 4-0)

Taken rtogether, reporting just C; values and
requiring readers to assume a PCR efficiency of 2 to
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Fig. 3. Interpretation of gene expression ratios published as AC, values. The graphs show “virtual” amplification curves with
different C, values (green symbols) and different PCR efficiencies (represented by the slope of the lines). The extrapolation of
the exponential phase down to cycle 0, intersects the y axis at the target concentration. The example consists of 3 experimental
conditions (I, 1I, and 111) in which 2 targets are measured (genes A and B, in orange and blue, respectively). For each condition,
the ACqyis —3 (Cq, 4 — Cy, 5)- (A-D), Amplification curves for different ranges of PCR efficiency values; solid lines when gene A
has the highest efficiency, dotted lines when gene A has the lowest efficiency. The actual A/B gene expression ratio (inset
tables) leading to a AC, of —3 is calculated for 4 scenarios with different efficiency values. (A), Both genes amplify with an as-
sumed PCR efficiency of 2. (B), One PCR efficiency differs 2% from 2. (C), PCR efficiencies between 1.93 and 2.05. (D), PCR effi-
ciencies between 1.70 and 1.91. Note that for each gene, the AC, between treatments | and Il and between treatments Il and
Il is —8, which translates into an expression level difference of 256 times between conditions. See also online Supplemental
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Fig. 4. Efficiency values derived from standard curves and amplification curves. (A), For each of the genes in a neuroblastoma
biomarker set (online Supplemental Dataset 2) (18, 29), the PCR efficiency was obtained from (i) the standard curve (Eg; or-
ange), (i) the amplification curves of the dilution series reactions (E,c, st: blue), and (iii) the amplification curves of the reac-
tions of the unknown samples (E,pc, unk: green). Considering E,p, sta as the true efficiency, the actual dilution of each of the
standard curve series was calculated from the observed Eg, (black line; right y axis). The genes (x axis) are sorted by increasing
actual dilution. (B), Box plots of the PCR efficiency distributions observed in the 366 patient samples for each of the assays in
the data set. The box indicates the interquartile range (IQR) and includes the middle 50% of the observations; the horizontal
line in the box is the median. The whiskers extend to 1.5 times the width of the IQR in both directions from the box and cover
99% of the observations when the distribution is normal. Outliers (o) are defined as values in the range between 1.5 and 3
times the 1QR width from the box, and extremes (*) are values that are found >3 or <3 times the IQR width from the box.
When no outliers or extremes are present, the whiskers reach to the minimum or maximum observed value. The outliers and
extreme values that were observed in most assays were not restricted to specific patients (online Supplemental Dataset 2).

interpret that result often implies completely wrong
treatment effects. Reporting the result of calculations
with Eq. 6, with the same assumption, also leads to in-
valid expression data. This large, and mostly ignored, in-
fluence of PCR efficiency on reported C, values may
account for the lack of reproducibility in published
gPCR results. It should be noted that neither the calcu-
lation of relative expression between target and referen-
ces nor the calculation of fold difference between
treatment and control corrects for the bias introduced
by assuming the same, or the maximal, efficiency for all

assays. Unbiased reporting of reliable, accurate, and re-
producible qPCR results requires that the actual PCR
efficiencies of the targets and the references be used in
the analysis (4, 16, 17, 22, 23, 30).

How to Determine Amplification Efficiency?
The question that arises then is how to determine the
PCR efficiency of the various targets to perform this effi-

ciency-corrected analysis. The PCR efficiency of an as-
say is commonly derived from the slope of the standard

Clinical Chemistry 00:0 (2021) 7
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curve (8). To this end, C, values are obtained from mea-
surement of a dilution series with known dilution steps
of the target (Fig. 1, B) and plotted against the 10log of
the input concentration or dilution factor (Fig. 1, C).
To understand why this graph can be used to derive the
PCR efficiency, Eq. 2 has to be written in its logarith-
mic form and rearranged into the equation of a straight
line fitted to the observed data:

B log(Ny) 1
" log(E) log(E)

From the slope of this line (—1/log(E)), the effi-

ciency can be derived as

G

log(input). Eq. 7 (8)

E, = 1001/0). Eq. 8

In this current review, the efficiency value derived
from a standard curve is referred to as Eg.. This stan-
dard curve approach is valid only when the dilution
steps are known and accurate, which in practice is not
ensured (31). Random pipetting errors occur frequently,
resulting in different standard curves and different effi-
ciency values across PCR runs for the same assay (16,
31-34). Rasmussen (8) reported that replicate standard
curves showed variation of up to 3% in their slope; with
a PCR efficiency of 1.9, such 3% variation translates
into Eg. values ranging from 1.86 to 1.94 (online
Supplemental Background 4a; Supplemental Excel File,
Sheet 7).

To avoid this variability in standard curves, alterna-
tive methods were developed to estimate the PCR
efficiency of an assay. These methods use Eq. 1 to deter-
mine the efficiency from data points in the exponential
phase of the individual amplification curves (9, 16,
32, 35-39). The logarithmic form of Eq. 1,
log(NV,) = log(Ny) + log(E) X ¢, shows that in a log-
linear plot of the amplification data, the slope constant
of the straight line fitted to the exponential phase of a
reaction is log(E) (16, 32, 37). Therefore, for each reac-
tion, the PCR efficiency can be determined from this
slope:

Egne = 10 Eq. 9

In this review, the efficiency value determined from
the amplification curve of an individual reaction is re-
ferred to as E,,.. The best estimate of the PCR effi-
ciency of an assay is obtained by calculating the
arithmetic mean of the E,, . determined from all reac-
tions of a specific target (16, 40, 41). Comparison of the
standard curve approach with the methods to determine
the PCR efficiency from amplification curves showed
that PCR-Miner (35) and LinRegPCR (16) performed
similarly with respect to sensitivity, reproducibility, and
linearity. In that comparison, in which the E. results
were considered to be correct, E,,. determined by
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LinRegPCR showed biased results (18). However, as al-
ready discussed in that study, the claim that E is unbi-
ased stems from circular reasoning (Fig. 1, D). For any
input series, the derived E,. will result in an output that
is perfectly correlated with the given input. However,
when E,. is wrong because of dilution errors (31), the
results calculated for unknown samples will all be bi-
ased. Because E,,,. follows directly from the PCR kinet-
ics and is not affected by dilution of a standard, it is
considered to be the actual efficiency. A prerequisite for
determining an accurate E,,,. is good-quality amplifica-
tion data from which a valid fluorescence baseline can
be estimated (16). Baseline estimation in gPCR systems
is always based on the first, noisiest, fluorescence read-
ings of the amplification reaction, resulting in variable
and erroneous E,,. (online Supplemental Excel File,
Sheet 1). LinRegPCR avoids the ground-phase cycles
and determines a constant baseline for each reaction by
reconstructing the longest straight exponential phase
working downward from the plateau phase. When the
plateau phase is present, this method can also handle
data of probe-based assays, which often show high base-
lines and noisy ground phases (2, 42). Avoiding the
noisy ground phase explains why, in the comparison of
methods, LinRegPCR scored highest on reproducibility
and sensitivity (18).

E..c and E, ... Differ Because of Dilution Errors

The efficiency values derived from a standard curve
(Eqoo Eq. 8) or determined from the amplification
curves of the individual reactions of the dilution series
(Eame Eq. 9) often differ. To illustrate this difference,
we reanalyzed qPCR data of patients and dilution series
for 63 assays (18) (online Supplemental Dataset 2).
From this data set, we obtained (a) the efficiency de-
rived from the standard curve (E.), (6) the mean effi-
ciency determined from the amplification curves of the
15 reactions with standard dilutions (E,pc. o), and (¢)
the mean efficiency determined from the amplification
curves of the 366 reactions of the unknown patient sam-
ples (Eame, unk) (Fig. 4, A).

The difference between E. and E, ¢, suq can be at-
tributed to a systematic pipetting error (31). Such an er-
ror leads to an unintended actual dilution that differs
from the intended dilution that was used to calculate
the standard curve slope and thus leads to an incorrect
Ege. This dilution effect can be mathematically de-
scribed as:

E,. = E8D)/sDUEP). Eq. 10

In this equation, E ., «q is the efficiency of the
individual standard reactions, D the intended dilution,
and P the fractional systematic pipetting error. The
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derivation of this equation and the effects of different di-
lution errors on different PCR efficiencies are given in
online Supplemental Background 4b (Supplemental
Excel File, Sheet 8). The use of the standard curve as a
calibration curve for so-called absolute quantification
(Fig. 1, C) also suffers from such dilution errors (online
Supplemental Background 5; Supplemental Excel File,
Sheets 9 and 10).

After  rearrangement of Eq. 10 (online
Supplemental Background 4c), the actual dilution used
for preparation of the material in the standard curve
reactions for each assay can be calculated (Fig. 4, A).

Although the standard curves in this data set were
reported to be based on 10-fold dilution series (29), the
actual dilutions were less, leading to higher E,.

To further illustrate how dilution errors affect Eg,,
a 10% dilution error around an intended 10-fold dilu-
tion was simulated by preparing dilution series with 9-,
10- and 11-fold dilution steps (online Supplemental
Dataset 3). For each dilution series, the observed C, val-
ues were plotted against an assumed 10-fold dilution
(Fig. 5, A), and from each standard curve, the Eg. was
derived (Fig. 5, inset table). The mean of the efficiencies
determined from all 45 reactions showed that E . ¢

A standard curves
(assuming 10x dilution)
5

[ 1
b Intended
.
. dilution
20 ; 9 @
i 10 @
C g 11 ¢
q
15
..
y =-3.385x + 10.849 )
10
5
5 -4 3 -2 -1 o 1
Dilution
intended | assumed | actual | pipetting
B standard curves dilution | dilution | Este | dilution | error
(with actual dilution) 9 10 2014 | 862 0.04
10 10 1974 | 919 .08
5 - 1 10 1926 | 999 .09
. e Eamc 1.926
e
20 ;'
c 2]
q “a
15 ;
L
y=-3.5143x + 10.849 b |
10
5
5 -4 3 2 1 0 1
Dilution

Fig. 5. Effect of the actual dilution on the standard curve-derived efficiency. To illustrate the effect of a systematic dilution error,
three 5-step dilution series with intended dilutions of 9-, 10- and 11- fold dilution per step were prepared and measured in trip-
licate (online Supplemental Dataset 3). (A), For each dilution series, a standard curve was constructed with an assumed 10-fold
dilution per step. The slopes are different and lead to different derived efficiency values (inset table). The table shows the PCR
efficiencies (E; ) derived from the standard curves in (A) for each of the dilution series. The table also gives the mean of the effi-
ciency values (E,yc) determined from all 45 amplification curves. The E,, did not differ significantly among the 3 dilution se-
ries (online Supplemental Dataset 3). The Eg; per dilution series and E,, were used to calculate the actual dilution for each
dilution series. (B), The standard curves for each dilution series constructed with the actual dilutions show the same slope for
each series. The differences in the intercepts reflect the different amounts of material in the undiluted reactions of each series.
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of this assay was 1.926 and was not different among di-
lution series (online Supplemental Dataset 3). With this
Eime, sud and the 3 Eg values, the actual dilution per
series was calculated to be within 4%-9% from the
intended dilution. This result illustrates how difficult it
is to reach the intended dilution for valid use of the
standard curve approach, even for an experienced tech-
nician with calibrated pipets. When the actual dilution
steps were used to construct the standard curves, the
derived Ej,. values were the same (Fig. 5, B).

E.mc Can Differ among Samples

The absence of context (i.e., nucleic acids and other bio-
logical compounds) in a PCR was shown to affect its ef-
ficiency (15). To illustrate how context affects qPCR
analysis, the neuroblastoma biomarker dataset (online
Supplemental Dataset 2) was reevaluated. The PCR
efficiencies of these validated qPCR assays showed
differences between the reactions of the standard curve
and those of patient samples (E e, sed and Eqpe, unko Te-
spectively; Fig. 4, A). This difference is most likely due
to the difference in context of the PCR: whereas the
patient samples have a complex biological context, the
standard curve samples consist of 55-bp oligonucleoti-
des in bi-distilled water (43). Interestingly, the distribu-
tion of observed E,. . uu shows that for almost every
assay, some patients show outlying or extreme efficiency
values (Fig. 4, B). No systematic relations were found
between the occurrence of outliers in assays or samples
(Supplemental Dataset 2), indicating that the deviating
PCR efficiencies occur randomly.

Similarly, the positive patient samples in the
COVID-19 data set (online Supplemental Dataset 1)
showed a wide range of PCR efficiencies (Fig. 2, B and
C). Although this result is probably due to differences in
context, such variability might also be due to the limited
plateau/baseline ratio often encountered in probe-based
assays (42). Indeed, the reactions with efficiency
values below 1.6 displayed low-quality amplification
curves with a low or no plateau (online Supplemental
Dataset 1).

To further illustrate how difference in context
affects PCR-based quantification, the data of 4 bovine
pathogens in point-of-care diagnostics were reevaluated
(online Supplemental Dataset 4). The qPCRs were per-
formed on 4 different gPCR machines without technical
replicates on nasal swabs collected in the field from 274
steers. B, was determined for all reactions showing
amplification. For each target, E . shows overlapping
distributions among machines (Fig. 6, A; online
Supplemental Dataset 4). The significant difference
among machines shown for 2 targets was attributed to
outliers. To determine whether such outliers were repro-
ducible, for some randomly selected samples for the
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qPCR were repeated 6 times. The PCR efficiency of 3
targets showed significant differences among samples
with little variation among replicates per sample (Fig. 6,
B). This high reproducibility of E,,,. and the significant
differences among samples illustrate that the observed
Eimc is inherent to the samples. The fourth target
showed high variability among and within samples
(online Supplemental Dataset 4). One would expect
that such different efficiencies would result from the
presence of a PCR inhibitor or stimulator in some bio-
logical samples. However, comparison of the efficiencies
per sample showed no significant correlation between
targets, indicating that the variation in PCR efficiency
is target and sample specific (online Supplemental
Dataset 4).

Taken together, these results illustrate that in
almost all assays, variability of PCR efficiency among
biological samples is present. These differences may re-
sult from inherent variability among subjects and/or
sampling procedures, which is unavoidable given time
and cost constraints. In samples taken for clinical and
point-of-care diagnostics, the presence of PCR inhibi-
tors/stimulators cannot be ruled out (44). Moreover,
PCR efficiency is affected by differences within the tar-
geted sequence (45, 46), the sequences flanking the tar-
geted sequence (47), or its conformation (48-50).
Using the mean E,,. per assay, which was recom-
mended for standardized laboratory experiments (18,
41), would lead to biased results for samples with deviat-
ing PCR efficiency. For such samples, reproducible and
reliable quantification is best achieved using the E, .
per biological sample. However, doing so for the low-
quality reactions in the COVID-19 data set, most of
which combine a low PCR efficiency with a high Cg
value (Fig. 2, B), resulted in an impossibly high number
of targets per reaction (Fig. 2, D). The large proportion
of such samples in this data set shows that, even when
individual PCR efficiencies are used in the calculation,
this assay cannot be used for quantitative purposes.

Absolute Quantification without Dilution of the
Standard

The issues discussed so far show that the PCR efficiency
is affected by (4) systematic dilution errors in preparing
a standard curve, () random pipetting errors in the
standard curve samples, (¢) the sequence and context of
the target, and (4) unknown components inherent to
the biological sample. Therefore, unbiased efficiency-
corrected absolute quantification would benefit from a
protocol in which dilution of the standard is avoided
and the actual PCR efficiencies of the standard and
unknown reactions are used in the calculations. The
1-point calibration method fulfils these requirements
(51). This method uses a single, independently defined
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Fig. 6. On-site measurement of bovine pathogens. Mycoplasma bovis, Truepurella pyogenes, Mannheimia haemolytica, and
Pasturella multocida were measured in nasal swaps of 274 steers using 4 different qPCR machines of the same brand (online
Supplemental Dataset 4). (A), Box plots of the observed PCR efficiency per pathogen and per machine. For each target, the dis-
tributions are overlapping (Supplemental Dataset 4). Statistical comparison showed that the difference among machines was
significant for M. bovis and P. multocida (1-way ANOVA; both P < 0.001) but not for M. haemolytica and T. pyogenes (1-way
ANOVA; P=0.430 and P=0.192, respectively). However, these differences were due to outlying individual samples (see leg-
end Fig. 4, B). In (B), (C), and (D), results for P. multocida are shown for 15 randomly selected steers and a standard (x axis).
See Supplemental Dataset 4 for the other targets. (B), Bar graphs of the observed PCR efficiencies (mean = SEM) of the P. mul-
tocida target in 6 technical replicate measurements of the standard (std) and selected biological samples (numbers). The hori-
zontal green dotted line indicates the efficiency derived from the standard curve (), and orange line shows the mean of the
efficiencies determined from the amplification curves of all samples (Ecan)- The blue horizontal bars indicate homogeneous
subsets of samples that do not differ significantly from each other; nonoverlapping parts of the blue bars indicate sample(s)
that differ significantly at P=0.05 (ANOVA with multiple comparison of groups: Student-Newman-Keuls test). (C), Bar graphs of
C, values observed in the standard and unknown samples for the P. multocida target. The horizontal black line indicates the C,
value of the standard. (D), Number of copies for the P. multocida target in each of the unknown samples calculated using 4 dif-
ferent PCR efficiency values and the observed C, value per sample (see text for details). The P. multocida standard contained
10 copies of the target. The horizontal orange dotted line indicates the limit of detection of qPCR.
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standard with a known number of copies of the target
amplified in the same PCR run as the unknown sam-
ples. The PCR E, ., «d and E.p, unk are determined
from their respective amplification curves. After setting
a common threshold (N), the C, values are deter-
mined. Because the threshold is the same for both reac-

. Coon Cys
tions, N, = NounE,.", and N, = NosaE, "

amc,unk me std

(Eq 2), B_Ild thU.S NO,:m’Ecq"M — No‘unkEfq.nnle

ame,std me unk”®
Rearrangement of the latter equality (online
Supplemental Background 6a) shows that the target
quantity of the unknown sample can be calculated with:

Coud
ame,std
Nounk = Nogu —c——-
gk
ame,unk

[Eq. 11] (51)

Epme unt in Eq. 11 can be the mean efficiency for
all unknown samples or the mean efficiency of technical
replicates per sample when E,,,,, .. differs significantly
among samples. Moreover, it is important that E .. 4
and C,, , are based on a sufficient number of replicate
reactions to ensure that the actual number of copies in
the standard reactions is the same as the predefined Ny,
sud- Considering the Poisson sampling variation and
allowing for a 6% pipetting error, 95% precision of a
1000-copy standard (with a C, value of approximately
28 cycles) can be reached with 6 replicate reactions
(online Supplemental Background 6b; Supplemental
Excel File, Sheet 11). Technical replicates of unknown
samples may be outside the scope of the diagnostic test
because of time and cost limitations. In that case, the C
and the efficiency per sample might still enable more
accurate reporting of the individual unknown target
concentration than an efficiency per assay that is as-
sumed to be correct.

Comparison of Calculation Methods

To illustrate and compare the different ways to calculate
the gene expression ratio between unknown samples
and a standard, one of the bovine pathogens from the
replicate measurements of different steers was used (on-
line Supplemental Dataset 4). For each biological sam-
ple and standard, the values for PCR efficiency (Fig. 6,
B) and C, (Fig. 6, C) of the target are shown. The AC,
between samples and standard is the difference between
the bars and the horizontal line (Cg, «q). The number of
copies of the target in the samples was calculated using
this AC, and () assumption of maximal PCR efficiency
(E=2), (b) the PCR E,,, and (¢) the PCR E,,.,,. Last,
the number of copies was calculated using Eq. 11 with
the Cy and E,p,,c of the samples as well as the standard
(Fig.6, D; online Supplemental Dataset 4). Comparison
of the different colored bars with the gray bars shows
large and different biases among subjects. These biases
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are introduced by assuming the maximal efficiency or
the same efficiency for every sample and differ per sam-
ple because the bias depends on the actual C4 and PCR
efficiency of the sample. The limit of detection of
qPCR, defined as the number of target molecules that
have to be present on average in a reaction to show am-
plification in 95% of the technical replicates, is 3 copies
(3, 4, 52). In particular, the assumption that the effi-
ciency is maximal leads to target numbers that are far
below this limit of detection. This comparison shows
that in the calculation of the reported gPCR result, the
actual efficiency of the standard and the unknown
samples should be used to avoid bias introduced by an
efficiency that is assumed, or assumed to be correct.

Recommendations for Extensions to the MIQE
Guidelines

The MIQE guidelines provide a checklist of essential
and desirable information that should be reported to en-
able the reviewer to judge the validity of the study and
the reader to repeat the experiment and reproduce the
results (4).

With respect to reporting Cq—based results, MIQE
already states that “the most popular method is not nec-
essarily the most appropriate” and refers to Eq. 5 as an
alternative quantitative model (23). The guidelines state
that the PCR efficiencies required for this alternative ap-
proach “must be established by means of a calibration
curve.” However, when PCR efficiencies differ between
assays, the “calculations of relative concentrations will
be inaccurate.” Despite this reticence, it is common
practice to report QPCR results as (2) only C, values, (5)
C, values and E. but calculations with E=2 (Eq. 6),
(¢) fold difference calculated with C, values and Eq.
(Eq. 5), or (d) target quantity calculated with C; and
Eq or Eye (Eq. 3). Only the last 2 results are efficiency
corrected but may still be biased because of dilution
errors in the standard curve.

Based on the data presented in this review, we pro-
pose to add the option to determine the E,;. to the
MIQE checklist. The variation in the reported E,.
serves as a quality criterion; the SD indicates its repro-
ducibility, and the SEM indicates its precision. These
variation measures are provided by the methods used to
determine E . (16, 35). When technical replicates per
biological sample are measured, 1-way ANOVA can be
used to compare the mean E, . per sample to identify
samples with deviating efficiency.

Moreover, to ensure valid and reproducible gPCR
reports, the description of how the PCR efficiency is
used to calculate efficiency-corrected qPCR  results
should be an essential item in the MIQE checklist.
Adding this requirement to MIQE sidesteps assumptions
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on equality of PCR efficiency among assays, samples, and
reactions and avoids the variability that the “AAC, sim-
plification” introduced into the qPCR field. When the
starting concentration (No; Eq. 3) of the target (shown as
tar; ref is reference) is determined, the gene expression ra-
tio (No, w/No, ) per condition and the fold change
among experimental conditions (N, 1o/No, refreared! (No,
! No. refeono) are easy calculations. The final result is
similar to that of the classic efficiency-corrected gene ex-
pression equation (23) and even the same when E,;,. of
target and reference are used in Eq. 5. However, the major
advantage of first calculating Ny per reaction is that inter-
mediate results become visible and deviating reactions,
samples, or assays can easily be pinpointed.

For absolute calibration, MIQE requires reporting
of details of the calibration curve. However, for clinical
and diagnostic application of qPCR, it would be desir-
able to extent of the MIQE checklist with the details of
single standard calibration (Eq. 11)—that is, N, ¢4
Eume, s Cq, seds and number of replicate reactions of
the standard.

Conclusion

This review shows comprehensively that reporting
qPCR results as Cy, AC, or AAC, with the assumption
that the PCR efficiency is 100% is circumspect at best
and meaningless at worst. Therefore, we recommend
that only efficiency-corrected results from qPCR experi-
ments be published and that the MIQE guidelines be
extended accordingly. Moreover, because biological
samples used in diagnostics are collected under challeng-
ing and often non-standardized conditions, we recom-
mend that the reported efficiency-corrected results are
calculated with an efficiency determined per sample.
When the PCR efficiency per sample can be reliably de-
termined, the combination with single standard calibra-
tion results in an unbiased efficiency-corrected absolute
copy number that can be reported reliably for meaning-
ful diagnostics or biological interpretation.

Supplemental Material

Supplemental material is available at Clinical Chemistry
online.

Nonstandard Abbreviations: qPCR, quantitative real-time PCR; Cg,
quantification cycle; MIQE, Minimum Information for Publication
of Quantitative Real-Time PCR Experiments; N, number of target
copies after ¢ cycles; N, starting number of targets; E, efficiency;
Ng, quantification threshold; Eq, efficiency derived from a standard
curve;  E . efficiency determined from the amplification curve;
Eime, s> efficiency determined from the amplification curves of reac-
tions with standard dilutions; E,pc unl efficiency determined from
the amplification curves of reactions unknown patient samples; Epeans
mean of efficiencies determined from the amplification curves per
assay.
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